A novel stacked generalization ensemble-based hybrid LGBM-XGB-MLP model for Short-Term Load Forecasting
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Abstract

This paper proposes an effective computing framework for Short-Term Load Forecasting (STLF). The proposed technique copes with the stochastic variations of the load demand using a stacked generalization approach. This approach combines three models, namely, Light Gradient Boosting Machine (LGBM), eXtreme Gradient Boosting machine (XGB), and Multi-Layer Perceptron (MLP). The inner mechanism of Stacked XGB-LGBM-MLP model consists of generating a meta-data from XGB and LGBM models to compute the final predictions using MLP network. The performance of the proposed Stacked XGB-LGBM-MLP model is validated using two datasets from different locations: Malaysia and New England. The main contributions of this paper are: 1) A novel stacking ensemble-based algorithm is proposed; 2) An effective STLF technique is introduced; 3) A critical multi-study analysis for hyperparameter optimization with five techniques is comprehensively performed; 4) A performance comparative study using two datasets and reference models is conducted. Several case studies have been carried out to prove the performance superiority of the proposed model compared to both existing benchmark techniques and hybrid models.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

With the recent waves of digitization and the fast pervasiveness of information and communication technologies, many initiatives have placed an added emphasis on the development and modernization of the traditional central power grids [1]. The balance between electricity generation and load demand must be optimally maintained to avoid fatal disturbances on the grid due to overloads [2]. To achieve that aim, electric Load Forecasting (LF) offers the necessary tools for stakeholders and energy suppliers to increase their profitability from Renewable Energy Sources (RES) and meet the ever-growing electricity demand. The high complexity of the utility grid operations paved the way for LF to monitor, control, and manage the electric system operations with high efficiency [3].

Recently, LF reached an overall state of maturity that guarantees its safe applicability and profitability in smart grids and traditional utility grids with satisfactory results. LF reveals a cost-effective, efficient, and reliable technique within the energy management framework [4]. Electrical LF assists the scheduling of load response and maintains the fast and economic dispatch to its optimal. Furthermore, it provides a reliable indicator for managing the complex pricing strategies in liberalized and deregulated energy markets with higher financial benefits [5]. Efficient energy management systems strongly require intelligent algorithms to effectively support the electric operations strategy, decrease the electricity bills, and enhance the energy trading and planning [5]. LF is conducted using a variety of features’ inputs including social, economic, and weather conditions [3]. Based on the application type, the LF is divided into two categories: 1) the time horizon 2) scope of the variables employed [3].

For the time horizon, most of the LF employed techniques can be divided into four major classes; long-term LF valid for years,
medium-term LF valid from months to years, Short-Term Load Forecasting (STLF) used from minutes up to one week, and very short-term LF valid from seconds to minutes [6]. The STLF ensures high asset commitment and serviceability of electricity operations over several time scales for day-to-day operations [7]. In Ref. [3], it was concluded that the most useful LF horizon is STLF.

STLF models are classified into three categories: soft computing techniques, conventional forecasting techniques, and modified traditional techniques [8,9]. Traditional techniques involve regression methods, iterative reweighted Least Squares, and Exponential Smoothing [10]. However, there are three major drawbacks associated with these methods such as overfitting problems with a massive amount of data, difficulties in feature engineering processing, and relatively less accuracy compared to advanced techniques. Modified techniques include adaptive demand forecasting, stochastic times series, auto-regressive, and moving average-based models, support vector machine-based techniques [3]. Soft computing techniques essentially consist of genetic algorithms, fuzzy logic, neural networks, and knowledge-based expert systems [11]. However, there are some major drawbacks associated with these methods including loss of model interpretability, higher execution time and computational burden, and limited generalization capabilities. Moreover, Hyperparameter Optimization (HO) for soft techniques is a very computationally expensive and time-consuming task [12].

Various algorithms were proposed to solve the optimization problems and enhance the ML model performance. In Refs. [13], the authors proposed an Exchange Market-Genetic Algorithm (EMGA) technique to solve optimization problems with less iterations and better-quality results. The proposed technique combines the merits of the genetic algorithm, and exchange market algorithm [14]. The execution time of the EMGA algorithm took 2.82 min for 641 iterations in solving twelve benchmark functions. Despite the fast execution time and low error rate, the simulation results show that EMGA exhibits a high time iteration ratio. Authors in Ref. [15] used a Simulated Annealing (SA) algorithm for HO of Deep Neural Network (DNN). The proposed SA-DNN achieves accurate results in terms of RMSE. However, the search space of the SA-DNN HO is very limited to avoid computational burden (it only includes the neuron numbers). This leads to low accuracy improvement compared to DNN. In Ref. [16], the authors used the spearmint Bayesian Optimization (BO) method for the HO of recurrent neural networks. The proposed technique is hyper-effective for both short/long-term forecasting. The authors in Ref. [17] used a Derivative-Free Optimization (DFO) technique with deep learning models. The proposed technique uses an efficient feature selection via ensemble structures to predict a variety of RES. However, the comparative analysis of DFO with other HO benchmark techniques is missing.

Ensemble methods have been widely deployed for forecasting applications due to their ease of implementation. In Refs. [18], the authors employed the extreme Gradient Boosting technique (XGB) to predict the load based on similar days using cluster analysis. The presented results confirmed the superiority of the ensemble methods in terms of high accuracy and generalization capabilities compared to the deep learning techniques such as Long Short-Term Memory (LSTM). Nevertheless, the results are unsatisfactory with a relatively poor Mean Square Error (MSE). In Ref. [19], a combination between Convolutional Neural Network (CNN) and Light Gradient Boosting Machine (LGBM) was proposed. The feature extraction process was carried out using CNN model from five wind turbines. The reliability of the proposed technique was verified according to the low registered error metrics values. However, this technique shows sensitivity to time-order character size and requires high computing resources.

In this paper, a Stacked Generalization approach between XGB, LGBM, and Multi-Layer Perceptron (MLP) models named Stacked XGB-LGBM-MLP is firstly explored for STLF. To the best of the authors’ knowledge, no prior work has addressed this architecture for STLF. The Stacked XGB-LGBM-MLP model is characterized by high
accuracy, excellent performance, and ease of implementation. Moreover, the simulation results with an open data portal demonstrated that the Stacked XGB-LGBM-MLP model manages to outperform 11 benchmarks for STLF application. The main contributions of this paper are given as follows:

- A novel Stacked XGB-LGBM-MLP model is proposed to improve the overall regression performance. Despite the potential learning ability and rigorous mathematical theory of XGB and LGBM models, they can only use tree models with the same category, and it is difficult to fundamentally overcome the inherent defects of the tree models. Using MLP model, the metadata enhances its training performance to generate a better-quality result.
- A novel STLF technique is explored and developed in this study. Most of the existing techniques use ensemble models or neural networks for STLF. However, mixing both ensembles and neural networks in one single framework has not received enough attention in the previous studies.
- A comparative analysis of five HO algorithms was comprehensively presented for STLF. Previous studies focused mainly on using various HO techniques to enhance the performance of the ML models. However, selecting the most appropriate HO technique received little attention in the field of ML.
- An assessment of the proposed technique is conducted using two real datasets. The sensitivity of the proposed technique to the size and nature of the data has been given significant importance in this research study.
- A comparative study with the recent benchmark techniques is performed. A large comparative study with 11 benchmarks has been conducted to demonstrate the high performance of the proposed stacked XGB-LGBM-MLP model.

Therefore, the paper is organized as follows: Section 2 presents the preliminaries of the proposed technique. In Section 3, two case studies have been conducted. Several existing Machine Learning (ML) models are compared to the proposed technique. Furthermore, a comparative study with the recent benchmark technique regarding the same dataset has been discussed. Finally, section 3 draws conclusions to end this paper.

2. Preliminaries on ML models and stacked XGB-LGBM-MLP method

In this section, three ML models are introduced according to their distinguished architecture, namely, LGBM, XGB and MLP Network. Moreover, the proposed technique is comprehensively investigated.

2.1. Light Gradient Boosting model

LGBM is a boosting ensemble model that transforms coupled weak learners into a potential model [19]. In 2017, Microsoft provides this algorithm on open-source [20]. LGBM enhances the capabilities of Gradient Boosted Decision Trees (GBDT) models in terms of running time acceleration and mitigation of memory consumption while conserving a high accuracy [21]. With a massive volume of data, the traditional GBDT-based models’ accuracy decreases, and the forecasting speed significantly declines. LGBM model employs a histogram-based algorithm to mitigate the effects of high dimensional data, accelerates the computational time, and prevents the forecasting system from overfitting. This boosting technique consists of transforming the continuous floating-point eigenvalues into I integers and builds a histogram shape with depth restrictions and k width. LGBM differs from XGB as it adopts a pre-sorted based Decision Trees (DT) technique. Furthermore, parallel learning using a parallel voting DT is adopted during the training process of LGBM. This allows parallel learning for the model. The initial samples are distributed to multiple trees to choose the top-k samples using Local Voting Decision (LVD). The global voting decision collects the top-k LVD attributes to compute the top-2k attributes for k iterations process. In the optimization process, LGBM employs the Leaf-wise method to find suitable leaves. The objective function of LGBM is given by Refs. [22]:

\[ \text{Obj}(t) = L(t) + \Omega(t) + c \]  

where, \( \Omega(t) \) and \( L(t) \) denote the regular and loss functions respectively, while \( c \) and \( t \) denote the extra parameter and the sampling time respectively. The extra parameter \( c \) prevents overfitting and optimizes the depth of the tree. The regular function reflects the complexity of the model. The parameter \( L(t) \) makes the difference between LGBM and the rest of GBDT in terms of computational work acceleration and model feasibility. The loss function represents the fitness of the model from the comparison of real value \( y_i \), and predicted output \( \hat{y}_i \) for N samples defined as [22]:

\[ L(t) = \sum_{n=1}^{N} (y_i(t) - (\hat{y}_{i})_t)^2 \]  

The regression trees are coupled in series to transfer residual information conducted from the previous learners in the chain. The final output result \( \hat{y}_i \) is generated from the accumulation of the residual trees.

2.2. Extreme Gradient Boosting model

The XGB model is one of the commonly used algorithms in forecasting problems [23]. The XGB incorporates an ensemble of DT to build a strong regressor. This large-scale ML method is apt to automatically apply multi-threaded parallelism for accelerating the execution time [23]. Contrariwise to GBDT models, XGB employs the second-order Taylor expansion of the loss function. Moreover, the regularization terms, namely, tree depth and leaf nodes’ weights, are part of the objective function of XGB. Thus, the iteration process is decreased and the performance of building trees is enhanced. A level-wise decision tree growth technique is implemented to lessen the model complexity. XGB shares the objective function as LGBM. The loss function of XGB model is given as [23]:

\[ L(t) = \sum_{n=1}^{N} \left( L(y_i, \hat{y}_{i-1}) + g_{i}(x_i) + \frac{1}{2} h_{i} f_{i}^{2}(x_i) \right) \]  

where \( g_{i} \) and \( h_{i} \) functions are given by (4) and (5) respectively [23]:

\[ g_{i} = f'(t) = \frac{\partial L(y_i, \hat{y}_{i-1})}{\hat{y}_{i-1}} \]  

\[ h_{i} = f''(x) = \frac{\partial^2 L(y_i, \hat{y}_{i-1})}{\hat{y}_{i-1}} \]  

2.3. Multi-Layer Perceptron model

Neural network architectures include many types of algorithms with different designs to suit well-defined applications [24,25]. The difference between these algorithms is mostly related to the information processing techniques adopted. The MLP model is
frequently used for prediction systems [25]. This data-driven technique analyses the feature patterns to produce a meaningful description of the next time steps. The MLP architecture consists of three layers, namely, input layer, hidden layer, and output layer. The learning process comes from the error backpropagation using the gradient descent research approach. In Ref. [26], the symbolic function of the predicted result \( \hat{y} \) is given as follows:

\[
\hat{y} = \phi_0 \left\{ \sum_{i=1}^{F} \sum_{j=0}^{n} w_{ij}^H \phi_H \left( \sum_{i=0}^{n} w_{ij}^O x_i \right) \right\}
\]

(6)

where \( w_{ij}^H \) and \( w_{ij}^O \) represent the hidden and output layer weights respectively. \( \phi_H \) and \( \phi_O \) denote the activation function for the hidden layers and output layers respectively. \( x_i \) denotes the input of \( F \) features at a given sample time \( t \). The error function is minimized using the gradient-based function optimization algorithm.

Despite the numerous merits of this architecture including the good accuracy with a higher number of hidden layers and neurons, the unidirectional learning mechanism is inefficient with high dimensional space which may lead to model overfitting. Furthermore, the number of hyperparameters is relatively high including the learning rate, the batch size, the activation function, etc. The optimization of these parameters requires high levels of expertise and computing performance. Moreover, the training process causes a high computational burden to be processed with a slow convergence of weights.

2.4. Stacked XGB-LGBM-MLP method

In this paper, the proposed model is an assembling combination of XGB, LGBM and MLP networks to build a powerful meta-learner. Stacked Generalization (Stacking) is defined as a high-level nonlinear method of models’ association [27]. This combination strategy applies non-linear weightings for low-level predictors to boost the forecasting system accuracy. The numerical simulations verify that in many cases, the Stacking technique achieves better results rather than any other base learners [28,29]. The Stacked scheme has two-layered structures (level 0, and level 1) as illustrated in Fig. 1.

According to Fig. 1, the architecture mechanism consists of generating temporal predictions by a set of learners in the first level, called base layer [27]. At level-0, the generalizing biases are collectively predicted. In level-1, named Meta-layer, these predictions are fed to a Meta-learner to calculate the prediction outputs using a Cross-Validation (CV) approach. This methodology aims to filter the output results from the first level of generalization. The training of the forecasting system proceeds as follows: The authors assume that \( N \) samples in the training set \( (S_i, y_i) \) with \( 1 \leq N \) is the sample time. The training set is randomly split into \( r \) folds with almost equal size to constitute \( (S_i, y_i) \) where \( k = (1, ..., r) \) is the fold number. The \( (S_i, y_i) \) satisfy the following condition:

\[
\begin{cases}
(S, y) \\
(S, y) \cap (S, y)_k = \emptyset
\end{cases}
\]

(7)

Level-0 takes the second part \( N/r \) of the dataset \( (S_i, y_i) \). The weak learners \( (l_1, ..., l_n) \) predict the Yi using \( S_i/S \) feature vectors. At this level, the test part Si is computed using weak learners. The output results with the actual dataset \( y_i \) shape the meta-level dataset Si with a new feature vector. The MSI dataset is fed to a meta-learner to form a meta-level vector from the base-level regressors. The Stacking concept adopted in level-0 consists of two training models with 5 folds as shown in Fig. 2.

According to Fig. 2, the level-0 learners consists of XGB and LGBM while the meta-learner is an MLP model. The concept of the proposed approach is hierarchically coupling ensemble methods and Neural Networks symbolized by MLP model to form a multimodal forecasting system. The intuition of selecting XGB and LGBM as base models is conducted due to their high performance in other forecasting applications. We believe that the stronger forecasting potential of each heterogeneous base model, the higher performance of the overall stacking ensemble. The objective here is to build a perfectly tailored forecasting system to cope with nonlinear system variations, specifically STLF problem. A binary combination of level-0 models takes into consideration the input parameters, specifically, the temperature and the DateTime to be introduced to the XGB and LGBM models. These two techniques generate predictions for each test set using an Out-Of-Fold (OOF) method. In

---

**Fig. 1.** Graphical representation of the stacking generalization approach.

**Fig. 2.** Schematic representation of the level-0 of stacked architecture framework built from base learners: XGB and LGBM.
other words, the training part uses a sub-fold for a CV-such as fashion training which is different from the validation part to avoid the overfitting problem or miscellaneous learnings. A mean value of all folds is calculated for the temporary test sets. The forecasting inputs are considered as parameters for the next level. At level-1, the MLP model fits the model with temporary predictions in the training set. Once MLP is trained, the forecasting system considers only the output results generated at this stage. It is worth saying that the training system takes more time to fit all the sub-folds with different meta-learners and base learners. Furthermore, the higher-level of predictors does not necessarily ensure better results as well as the total stacking concept. The detailed model synoptic is illustrated in Fig. 3.

Regarding Fig. 3, four stages are processed, specifically, Feature engineering, object determination, Forecasting, and evaluation stages. In the engineering stage, the information is processed with data cleaning, feature extraction, and feature selection. The dataset, specifically, temperature, month, day, hour and load feature vectors are integrated into the object determination stage. This stage contains the problem formulation, the data split into training and testing. Furthermore, the ML models’ hyperparameters are optimized to select the most suitable values according to the single learners and the meta-learner individually. In the forecasting stage, XGB and LGBM are trained in the level-0 of the Stacking approach. Then, the meta-data outputs are fed for the MLP meta-learner model. The meta-learner analyses the attributes inputs to compute the final output. Fig. 4 clearly presents a flowchart of the whole procedure.

The evaluation stage is conducted to analyze the performance of the forecasting system using point forecasting assessment, K-fold cross-validation, and visualization graphs.

3. Case studies and performance assessment

Based on a publicly available datasets, a real case studies were conducted to assess the proposed approach and illustrate the prediction performance of the hybrid model. Furthermore, a comparative analysis with the recent benchmarks is performed. Moreover, the high accuracy of the proposed method with the latest hybrid STLF technique for the same dataset has been verified.

3.1. Data analysis and processing

The high performance of a forecasting system is essentially related to two factors: the quality of the input data and the forecasting engine. Therefore, data analysis and feature engineering are crucial for enhancing the data quality of the underlying system. To verify the efficiency of the proposed approach, two real datasets are employed. For the first case study, the data are taken on an open-access base from a power supply industry in the city of Johor,
Malaysia [30]. The collected information contains high-resolution data with 17519 samples and a sampling frequency of 1 h. The database covers a range of time from 01/01/2009 to 01/01/2011. The measured hourly temperature ($^\circ$C) and load demand (MW) as shown in Fig. 5.

According to Fig. 5a, it can be observed that the load demand presents a high variation associated with some outliers ($\approx$ [14748 – 14749]). The load pattern consumption stochastically changes over time with high instabilities and nonlinear behavior. The load data is employed to verify the feasibility of the proposed architecture using the temperature as input presented in Fig. 5b. The long-term evolution of the temperature is assumed as the key indicator of the load demand variation.

For the second case study, the used dataset comes from ISO New England control area and its eight wholesale load (ISO-NE) records [31]. The records comprise Boston, Bridgeport, Burlington, Concord, Portland, Providence, Windsor Locks, and Worcester data. The data reports from ISO-NE are employed for planning and monitoring purposes. It is worth noting that the system load is the sum of metered generation, and metered net interchange in addition to the demand from pumped storage units. The data acquired includes the hourly temperature and load taken from 2003 to 2014. The total vector rows used is 103775. The two datasets were sliced into training data and testing data at a ratio of 80% and 20% respectively. The testing set for the first and second case studies contain 1755 and 103774 vector rows respectively. The goal of using these datasets with different sizes tackles testing the forecasting performance on a small and large sets.

For the data pre-processing, the dataset was cleaned from outliers and abnormal values. Moreover, the DateTime inputs were given as categorical. Therefore, the DateTime were converted to numerical values and split to separated features inputs (hour, day, month, year) to enhance the continuous forecasting of time series labels and simplify the forecasting process. Then, the data is separated into two folds for training and testing. The final input features include the yearly, monthly, daily and hourly DateTime inputs associated with the temperature while the outputs were the load forecasts.

3.2. Hyperparameter optimization

In this paper, several HO techniques have been investigated in order to select the most suitable technique for STLF. Traditionally, the hyperparameter values were selected based on trial and error method. This is conducted by interpreting the model performance and progressively refining the parameters. However, manual tuning is often time-consuming yielding to unsatisfactory results without deep expertise. To solve these problems, Grid Search method (GS) is used as an automatic HO technique to track all the possible values in the search space. The GS method is only used when the dimension of the search space is relatively low. Furthermore, GS is computationally extensive since all cases in the search space are investigated and simulated. Alternatively, the use of meta-heuristics for HO can significantly reduce the computational effort and the fair amount of time associated with GS. In this paper, five methods were assessed and compared for HO. Specifically, PSO, SA, ES, RS, and BO [32]. A brief description for these methods is given in the following subsections.

3.2.1. PSO

PSO is a population meta-heuristic method used for optimization problems. This method was inspired by the behavior of
3.2.4. ES

This problem can be solved by giving a more spread values for discontinuous functions. However, the limitation of RS lies in all iterations are independent. Thus, the application of RS includes models. This is due to the absence of gradient optimization where and the ease of implementation especially in case of sophisticated research space [32]. RS is advantageous in terms of parallelization goes through iteratively moving to suitable positions in the BO parameters [33].

3.2.5. SA

SA technique is an efficient meta-heuristic technique for HO [32]. This technique mimics the physical process of molten material with a uniformly re-partitioned temperature. The SA mechanism is governed by randomly generating a possible solution. Then, the SA method generates a successive modifications to this solution. The probability $p$ of moving to a new SA solution is given by Ref. [32]:

$$p = \exp \left( - \frac{\Delta f_{\text{norm}}}{T} \right)$$

where $\Delta f_{\text{norm}}$ represents the difference between the current individual and the candidate individual, $T$ presents the temperature. The $\Delta f_{\text{norm}}$ function is calculated as follows [32]:

$$\Delta f_{\text{norm}} = \frac{f(y) - f_{\text{min}}(y)}{f_{\text{max}}(y) - f_{\text{min}}(y)}$$

The limitations of SA are mainly resumed in fine-tuning its parameters, specifically, epsilon value, number of neighbor solutions, starting temperature, and annealing rate. Furthermore, the inner mechanism of SA limits the possibility of being deployed on parallel computing with faster potential.

3.3. Comparative results

The selection of the most suitable HO techniques is often critical for achieving satisfactory performance with minimum time. This is due to the large number of HO techniques in the literature. To the best of the authors’ knowledge, very few research studies have considered this issue. Therefore, five HO techniques are tested in order to select the best HO method for the proposed technique. A search space for every component of the proposed Stacked XGB-LGBM-MLP has been tuned individually. The testing set was performed using a Lenovo Intel i7-2600K CPU at 3.80 GHz. For the modeling, we used Python programming language and Hyperactive library [32]. The search space contains 9 selected parameters, specifically, the number of estimators, the learning rate, maximum depth of both XGB and LGBM, the maximum of iterations, and the hidden layer size for MLP model. The search space is very large due the number of combinations from assigned hyperparameter values in order to reach to the close optimum. Table 1 presents the simulation results of each model.

According to Table 1, it can be observed that the fine-tuning of the hyperparameters is computationally demanding for all the tested models but with different duration. The fastest algorithms for HO are ES and SA which scientifically reduced the computational cost compared to the other techniques with a consuming time of 82 min and 133 min respectively. On the other side, the most effective technique according to the $R^2$ is RS method. This is explained by the fact that expanding the running time leads to higher chances to obtain results closer to optimum. Hypothetically, the registered $R^2 = 98\%$. It is worth mentioning that, Despite the performance superiority of RS, this method is computationally expensive compared to the rest of tested HO methods. Taking into
account the HO method accorded with higher $R^2$ value for the rest of hyperparameter tuning problems in this paper; The RS is adopted since it generates the best results.

### 3.4. Evaluation criteria

With the increasing number of candidate ML techniques devoted to fit well-defined prediction problems, the selection of the most suitable technique that copes with uncertainty and seasonality of weather parameters is a challenging problem. This is explained by the fact that some ML methods are designed to fit specific structured data, often losing sight of the significance with low generalization capabilities for other types of applications or data. Model selection process is characterized by the heavy computational burden and the confusion in the determination of the adequate criteria by which the performance of the model is considered satisfactory. The most relevant criteria for model selection include score metrics, training speed, ease of implementation, and training burden. ML techniques inevitably must be verified in terms of accuracy, soft computing, and computational time for execution. In this investigation, the evaluation criteria are conducted using three methods for the sake of enhancing the forecasting accuracy by the comprehensive approach. Obviously, the forecasting performance of the proposed ensemble method depends largely on the effectiveness of the proposed approach. Table 1 resumes the 10-fold CV results for the Stacked XGB-LGBM-MLP model.

### 3.5. Numerical evaluation

#### 3.5.1. 1st case study

The performance assessment of the proposed model for different time scales ahead is carried out in this section. The proposed algorithm was implemented using Python programming language. Several Python packages were included in the model design including Scikit-learn, LightGBM, and XGBoost [36,37]. Furthermore, the stacked generalization was build using Vecstack package [38]. The simulation results were generated from a Lenovo Intel® 4-core 9th Generation A® Nvidia Geforce GTX 1650@ 2.30 GHz@16 GB RAM. The HO was conducted using RS tool for the sake of enhancing the forecasting accuracy by the comprehensive selection of the most suitable parameters [39]. To assess the proposed method effectiveness, the model is trained and compared to individual models, specifically, XGB, MLP, and LGBM [40]. Initially, these techniques were employed as benchmarks to verify the effectiveness of the proposed approach. Obviously, the forecasting performance of the proposed ensemble method depends largely on the prediction performance of the base models. The simulation procedure was repeated 10 times for providing higher reliability to the forecasting system. To make the comparison more intuitive, a single step ten-fold CV(10-CV) was conducted to follow the variations of the models’ performance. The results of 10-fold CV is computed and shown in Table 2 for the ingredients of the proposed method. Furthermore, Table 3 resumes the 10-fold CV results for the Stacked XGB-LGBM-MLP model.

According to Table 2, the analysis of the prediction performance of each base model demonstrates that LGBM generates the best forecasting results in terms of the score performance measures. The average $R^2$ for LGBM model is $R^2 = 89.14\%$ compared to $R^2 = 87.89\%$ and $R^2 = 86.52\%$ for MLP and XGB models respectively. The reported results include a mean RMSE = 1006.87 MW, 953.22 MW and 1061.95 MW for MLP, LGBM, and XGB respectively. Consequently, the stacked XGB-LGBM-MLP succeeds to perform best of all single models with a mean $R^2 = 94.31\%$ as reported in Table 3. The high forecasting accuracy achieved by the stacking ensemble is verified from a lower mean RMSE = 691.40 MW. The stacked XGB-LGBM-
MLP model can make full use of the advantages of various models with different training mechanism and realize the complementarity between the advantages of different models. The relative stability of the proposed technique with a minimum Standard Derivation SD = 0.25% compared to its ingredients reflects the effectiveness of the model against the stochastic variations. For a real testing environment on a 24-h ahead, Table 4 resumes the error metrics calculation.

Regarding Table 4, the RMSE value of the proposed approach is the lowest by a value of RMSE = 1509.74 MW compared to an RMSE = 5641.67 MW, RMSE = 2143.23 MW and RMSE = 5135.50 MW for the individual XGB, LGBM, and MLP models respectively. The MAE value of the proposed approach is also the lowest equal 1070.67 MW compared to 5220.20 MW and 1764.14 MW for XGB and LGBM respectively. Furthermore, the Stacked XGB-LGBM MLP model outperforms the rest of the models in terms of MAE, R², MAPE, and MSLE scores. A daily STLF is simulated and shown in Fig. 6.

Globally, it can be noticed that the predicted values follow the

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE (MW)</th>
<th>MAE (MW)</th>
<th>R² (%)</th>
<th>MdAE (MW)</th>
<th>MAPE (%)</th>
<th>MSLE (10^(-2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGB</td>
<td>5641.67</td>
<td>5220.20</td>
<td>0.87</td>
<td>4455.34</td>
<td>12.77</td>
<td>1.8</td>
</tr>
<tr>
<td>LGBM</td>
<td>2143.23</td>
<td>1765.14</td>
<td>0.98</td>
<td>1404.88</td>
<td>3.85</td>
<td>0.23</td>
</tr>
<tr>
<td>MLP</td>
<td>5135.50</td>
<td>4623.32</td>
<td>0.89</td>
<td>4344.50</td>
<td>10.36</td>
<td>1.47</td>
</tr>
<tr>
<td>Stacked XGB-LGBM-MLP</td>
<td>1509.74</td>
<td>1070.67</td>
<td>0.99</td>
<td>597.64</td>
<td>2.69</td>
<td>0.17</td>
</tr>
</tbody>
</table>

**Fig. 6.** Actual and predicted demand for 31/12/09.
real values as shown in Fig. 6. The largest error (4652.57 MW) is shown in hour 16 while the lowest error is equal to 297.71 MW. The increase of the error is due to the high value at the load peak. The relationship between real load and forecast points is investigated with the marginal distribution displayed in Fig. 7.

Regarding Fig. 7, the majority of the predicted values during the testing phase are very close to the zero references, which leads to conclude that the system does not have an unbiased probability. The graphical mapping of the proposed model as shown in Fig. 8.

According to Fig. 8, the proposed model is the closest to the ground truth compared to the rest of the models. It is remarkably observed that the stacked generalization is by far ameliorating the system performance compared to single methods. The simulation results have been compared to 11 techniques proposed with the same testing conditions and settings and reported in Ref. [41]. These techniques include hybrid Convolutional Neural Networks-Fuzzy Time Series (FTS-CNN), Seasonal Auto-regressive Integrated Moving Average (SARIMA), Probabilistic Weighted Fuzzy Time Series (PWFTS), Weighted Fuzzy Time Series (WFTS), Integrated Weighted Fuzzy Time Series (IWFTS) and LSTM Neural Networks [41]. The LSTM architecture includes two layers with 256 and 64 units respectively, sequence input layer, dropout layer with a forgetting rate of 0.4, a softmax function, a batch size of 72, a fully connection layer and regression layer, a maximum of iterations of 1000 with an early stopping function. The reference models were adopted from Ref. [41] where it has been reported in that the lagged hours significantly affects the forecasting performances. Therefore, the tested LSTM 1,2,3 were assigned to three configurations according to 24, 48, 72 former lags fed as feature inputs. The best performance of LSTM is attributed to lagged hour 168. Furthermore, KNN, and RF are added to the list of reference models. The configurations of reference models are given in Table 5. An illustration of the proposed technique compared to the state-of-the-art models is displayed in Fig. 9 Moreover, Fig. 10 shows a graphical histogram shape of MAPE and RMSE values of the Stacked XGB-LGBM-MLP compared to the benchmarks’ models.

According to Fig. 9, it is remarkably observed that the stacked approach achieves the best results compared to the rest of the methods in terms of MAPE values. The Stacked XGB-LGBM-MLP model succeeds to eliminates the poor prediction aspects in single models. As illustrated in Fig. 10, the proposed method is giving the lowest MAPE value which confirms its superiority for STLF. Table 6 presents the numerical RMSE and MAPE values of all of the cited methods.

According to Table 6, The superiority of the proposed method is expressed by a decrease of an RMSE of 192.96 MW compared to FTS-CNN. The stacked approach presents a better accuracy performance since the meta-learner and base learners analyses data patterns from different feature spaces and structures. The extension of the forecasting period was investigated to explore the influence of the prediction horizon on the prediction accuracy. Fig. 11 illustrates the prediction results for 48 h.

Regarding Fig. 11, it can be concluded that the horizon extension for more than 24 h decreases the accuracy of the forecasting system, especially after the first 30 h of prediction. Therefore, the proposed architecture only fits the short-term forecasting horizon for one day. Table 7, resumes the quantification of the score metrics for two days of forecasts.

According to Table 7, the 48-h ahead forecasting is conducted with an RMSE = 3033.57 MW compared to an RMSE = 1509.74 MW for one day-ahead forecasting. The MAE is 1984.33 MW compared to 1070.67. The RMSE value approximately decreases to half, which presents a serious problem for longer forecasting dependencies. However, the proposed model still follows the real load demand with the same behavior. In general, the effect of longer forecasting dependencies is a serious dilemma that limits the capabilities of ML models associated to the scalability of forecasting systems.

### 3.6. 2nd case study

In the second case study, ISO-NE has been used in order to assess the effectiveness of the proposed model on a larger set. The goal of this section is to quantify the sensitivity and robustness of the model with a large data for 11 years. The aforementioned adopted methodology is kept the same for the model construction. To make the comparison more intuitive, a single step ten-fold CV was conducted to follow the variations of the models’ performance. Here, the results were performed using google Collaboratory (Collab) in order to alleviate the computational effort from using the large ISO-NE dataset [31]. Collab was used as a cloud service with a GPU-centric application. The output results of the proposed models individually assessed are given in Table 8. Additionally, the proposed XGB-LGBM-MLP model results for 10 fold CV are resumed in Table 9 and the resulted mean $R^2$ score is plotted shown in Fig. 12.

According to Table 8, The LGBM generates the best performances compared to XGB and MLP models with a mean $R^2 = 94.13\%$. Hence, a significant enhancement has been demonstrated for the proposed
technique that achieves a mean $R^2 = 97.73\%$. The forecasting results can be always kept above $R^2 = 97.37\%$. Fig. 12 presents the high stability of the proposed XGB-LGBM-MLP model with a minimum $R^2$ equal to 95%. The mean RMSE and MAE for Stacked XGB-LGBM-MLP are 481.03 MW and 691.40 MW respectively. Fig. 13 presents a Box-and-Whisker plot of RMSE values for STLF.

Table 5

<table>
<thead>
<tr>
<th>Base models</th>
<th>Hyperparameter settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGB</td>
<td>The number of estimators is 2000; The learning rate is 0.001; The tree complexity is 2; The gamma value is 0.5; The max depth is 1</td>
</tr>
<tr>
<td>XGB</td>
<td>The number of estimators is 2000; The learning rate is 0.001; The tree complexity is 2; The gamma value is 0.5; The max depth is 1</td>
</tr>
<tr>
<td>LGBM</td>
<td>The number of estimators is 2000; The learning rate is 0.3; The max depth is 11; The tree complexity is 3; Number of leaves 130</td>
</tr>
<tr>
<td>MLP</td>
<td>The maximum iterations are 1000; The hidden layer sizes are 500,100,50, and 30; the solver is Adam</td>
</tr>
<tr>
<td>FTS-CNN</td>
<td>The image size is 32; the batch size is 100; the number of epochs is 20; the learning rate is 0.001; The convolutional layers’ number are 2; the fully connected layers are 5; the dropout layer is 40%; the activation function is Rectified Linear Units (ReLU) the max pooling is 2*2</td>
</tr>
<tr>
<td>SARIMA</td>
<td>The structure is (1,0,1)(1,1,2)</td>
</tr>
<tr>
<td>PWFTS</td>
<td>Default parameters from PyFts</td>
</tr>
<tr>
<td>WFTS</td>
<td>Default parameters from PyFts</td>
</tr>
<tr>
<td>IWFTS</td>
<td>Default parameters from PyFts</td>
</tr>
<tr>
<td>LSTM</td>
<td>The number of layers is 2; The activation function is ReLU; The data used contains 24, 48, 72, and 168 lagged hours for LSTM, LSTM1, LSTM2, and LSTM3</td>
</tr>
<tr>
<td>KNN</td>
<td>The algorithm is KDTree; the nearest neighbor number is 7; the leaf size is 90; the distance function is Minkowski distance</td>
</tr>
<tr>
<td>RF</td>
<td>The maximum depth is 50; the minimum samples split is 10; The number of estimators – is 140</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE (MW)</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stacked XGB-LGBM-MLP</td>
<td>1509.74</td>
<td>2.69</td>
</tr>
<tr>
<td>FTS-CNN</td>
<td>1702.70</td>
<td>2.89</td>
</tr>
<tr>
<td>SARIMA</td>
<td>2501.25</td>
<td>4.23</td>
</tr>
<tr>
<td>PWFTS</td>
<td>2162.57</td>
<td>4.00</td>
</tr>
<tr>
<td>WFTS</td>
<td>4419.11</td>
<td>9.09</td>
</tr>
<tr>
<td>IWFTS</td>
<td>4663.17</td>
<td>7.69</td>
</tr>
<tr>
<td>LSTM</td>
<td>2037.49</td>
<td>3.45</td>
</tr>
<tr>
<td>LSTM model 1</td>
<td>2044.68</td>
<td>4.21</td>
</tr>
<tr>
<td>LSTM model 2</td>
<td>2483.71</td>
<td>4.23</td>
</tr>
<tr>
<td>LSTM model 3</td>
<td>2279.23</td>
<td>3.88</td>
</tr>
<tr>
<td>RF</td>
<td>5308.89</td>
<td>8.16</td>
</tr>
<tr>
<td>KNN</td>
<td>5851.56</td>
<td>9.24</td>
</tr>
</tbody>
</table>

According to Fig. 13, the proposed technique achieved a significant improvement compared to single models with a lower RMSE value. The simulation results shows that the prediction potential could be enhanced by a augmenting the size of the data. Nevertheless, the Stacked XGB-LGBM-MLP also has good robustness under the condition of the small dataset. It can be seen that the stacking ensemble learning model combines the merits of every single models to overcome the limitations of low-precision prediction of single models. Therefore, it can be deduced that the proposed stacking technique is perfectly tailored for STLF.
4. Conclusions and future work

This paper proposes a novel computing framework based on stacked generalization method for STLF. In order to improve the accuracy of single techniques, the proposed technique combines three efficient methods, namely, Extreme Gradient Boosting (XGB), Light Extreme Gradient Boosting, and Multi-Layer Perceptron (MLP) models. The components of the proposed model are selected based on individual performance, training time, and ease of implementation trade-off. The presented experiments strongly confirm the effectiveness of the Stacked XGB-LGBM-MLP model.
using two real datasets. According to multiple case studies, it can be concluded that the large data enhances the learning potential of the proposed technique. The main conclusions of this paper are summarized as follows:

1) The proposed technique is perfectly tailored for STLF achieving a low Rooted Mean squared Error RMSE = 1509.74 MW for a 24-h ahead forecasting.

2) The proposed technique outperforms 11 recent benchmarks from a fair assessment based on a forecasting horizon of a 24-h ahead. The Stacked XGB-LGBM-MLP can successfully reduce the error loss to a 192.96 MW compared to the best FTS-CNN model.

3) The comparative study between HO techniques for the load data demonstrates that meta-heuristics significantly speed up the search process especially for evolution strategy and simulated annealing. Nevertheless, Random Search (RS) and Bayesian optimization methods outperform the rest of HO techniques in terms of R². This is explained by the fact that RS method enriches the search space to test further cases. Thus, RS method can reach to the optimum solution but with longer time-consuming and heavy computational burden.

However, the proposed technique is sensible to two elements: the forecasting horizon and the size of the data. The performance of the Stacked XGB-LGBM-MLP model decreases for 48-h ahead forecasting. The future work will include testing deep learning architectures in the meta-learning stage and supplementing the data representation by adding other alternative features such as customers’ behavior to further enhance the model accuracy.
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